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Abstract

Enabling programmers to write correct and efficient parallel code remains an important challenge, and the prevalence of on-chip accelerators exacerbates this challenge. Novice programmers, especially those in disciplines outside of Computer Science and Computer Engineering, need to be able to write code that exploits parallelism and heterogeneity, but the frameworks for writing parallel and heterogeneous programs expect expert knowledge and experience. More effort must be put into understanding how novice programmers solve parallel problems. Unfortunately, novice programmers are difficult to study because they are, by definition, novices. We have designed a visual programming language and game-based framework for studying how novice programmers solve parallel problems. This tool was used to conduct an initial study on 95 undergraduate students with little to no prior programming experience. 71% of all volunteer participants completed the study in 48 minutes on average. This study demonstrated that novice programmers could solve parallel problems, and this framework can be used to conduct more thorough studies of how novice programmers approach parallel code.

1. Introduction

Writing parallel programs remains a challenge, even for expert programmers [1], but parallel hardware is ubiquitous and must be exploited by applications to achieve the best performance. For example, general-purpose computing on graphics processing units (GPGPU) and tensor processing units (TPU) have been used to accelerate certain applications using parallelism compared to traditional processors [2]. In fast-growing domains such as Data Science, domain knowledge experts in vastly different areas such as digital signal processing, medicine, and finance, need to be heavily involved in writing code to solve problems within their domain to find optimal solutions [3]. However, domain knowledge experts cannot be expected to be both experts in their domains and experts in parallel programming. Likewise, parallel programming experts cannot be expected to fully understand the intricacies of all of these domains.
Programming languages and frameworks should enable less experienced programmers to write efficient code for applications within their domain of knowledge.

To this end, parallel programming languages must be designed such that correct and efficient programs can be written by domain experts who may be novice parallel programmers. By studying how novice programmers solve problems with parallel programming languages, we can better design parallel programming languages and compare programming language features. Unfortunately, it is difficult to study novice programmers because they are, by definition, novices and do not know how to write parallel code. As such, prior studies on how programmers understand parallel programming frameworks have focused on advanced undergraduate students and graduate students in computing majors [4, 5]. Given instruction on how to write parallel code, a programmer will likely solve parallel programming tasks in a way that corresponds with their education.

We have developed a graphical programming language and framework for studying how novice programmers solve programming problems. Graphical programming languages [6–9] allow programmers to solve problems using blocks corresponding to programming constructs. Using a graphical programming language prevents novice programmers from making syntax errors, which are typographical bugs in the way a program is written. Blocks are designed to prevent syntax errors by only combining in ways that make sense for a program. For example, the block that starts a program will only allow blocks to be attached after it instead of before it considering that it does not make sense to have blocks before the start of a program.

Alongside the graphical programming language, we co-developed a game that introduces basic parallel programming concepts and assesses how the player solves parallel programming problems. Our framework is based on prior work on teaching programming to beginners such as in the "hour of code" challenge [10]. In the "hour of code" challenge, grade-school students learn basic programming concepts and skills using visual programming languages to perform tasks in a game environment. Using this framework, we conducted a preliminary study of how novice programmers solve parallel programming problems. This study was conducted on volunteer participants who were recruited from an introductory core course on cyber security and sought to validate the framework.

The contributions of the paper are as follows:

- Proposes a novel use of visual programming languages and serious games for studying novice programmers’ ability to understand and use complex language features
- Demonstrates, with a user study, the use of this framework to evaluate novice programmers’ ability to solve parallel programming problems involving synchronization
- Provides a framework for future researchers to use to evaluate the usability of programming language features

The remainder of this paper is organized as follows. Section 2 introduces relevant background material on visual programming languages and parallel programming. Section 3 first describes the programming frameworks that we used to develop the graphical programming language and corresponding game and then describes how the parallel programming problems included in the game relate to real-world parallel programming tasks. Section 4 discusses the implementation of this framework and technical challenges. Section 5 presents the results of the study that we conducted using this framework. Section 6 suggests future improvements that can be made to this framework and concludes the paper.
2. Background

2.1 Visual Programming

Visual block-based programming is an effective way to introduce programming. It is used at all levels of introductory programming from preschool [6, 7], to high school [8], to college [9]. The wide range of ages and skill levels highlights the flexibility of visual programming. Visual block-based programming lowers the initial entry hurdles of many conventional programming languages using drag-and-drop puzzle blocks [11]. These languages appeal to novice programmers as they are often browser-based and do not require the installation of tools. Additionally, these programming languages use visual cues, such as puzzle tabs, to indicate to the programmer how blocks can be connected together. This allows blocks to only be connected in particular ways and prevents syntax errors [12]. This ease of use often hides the fact that many of these languages still support sophisticated programming constructs to include complex data structures, file handling, arrays, mouse and keyboard inputs, and parallel code [13].

Programming requires computational, algorithmic, and logical thinking [14]. Solving a problem then requires problem identification, understanding syntax, semantics, and complexity of a programming language [14]. Visual programming languages have the ability to introduce these topics to a wide audience. These languages have been available since the 1990s with LogoBlocks, but were limited in scope and availability [15]. Over the past decade, the field of introductory programming languages has proliferated with many different visual programming languages [14]. This explosion of options and the ease of use of the languages have fostered an environment where younger children can be introduced to programming [13]. There are many options, but popular ones include code.org, Scratch, and Alice. In [6], Scratch was introduced to preschool educators and evaluated basic computational and logical thinking. All educators saw the direct benefits and 85.7% said it should be taught to preschool students. Continuing this idea, [16] concludes that the early introduction of computational and logical thinking into the kindergarten curriculum helps with cognitive thinking. Comparing the effectiveness of block-based programming to conventional text-based programming, [8] evaluated high-school students learning under different modalities. They concluded that students that used the block-based method could transfer their gained knowledge to other modalities and performed as well as or better than their conventional text-based programming classmates. Counter to this finding [17], found statistically insignificant differences in cognitive abilities of 8 and 9-year-old students after learning to program with visual and text-based languages. The benefits of visual programming languages continue to propel them into the classroom to introduce programming concepts and computational thinking [11].

2.2 Serious Games

Prior work has assessed the use of serious games to teach programming in an interactive and engaging manner, leading to improved learning outcomes [18–22]. In the context of programming education, serious games provide a fun and interactive environment for students to learn programming concepts, practice problem-solving skills, and develop algorithmic thinking. Serious games can also adapt to learners as they progress through the game [23].

Assessing learning outcomes in serious games is a crucial aspect of evaluating their effectiveness as a teaching tool, and games may use a variety of measures to assess learning, including time on task, number of errors and correct answers, and observable behavior changes [24, 25]. Likewise, engagement can be assessed through factors such as time in the game, comments about the game, and motivation to play and learn. For our purposes, we are mostly interested in the usability of serious games due to the relation to the usability of the programming systems we are trying to evaluate with a serious game. Factors such as time spent learning how to use the system, technical error, controls, clarity of tasks, ease of use of the
system, clarity of rules, clarity of effects of actions in the game, and interface are critical to this framework [26–29].

2.3 Parallel Programming

Our initial goal in designing this system was to understand how novice programmers solved parallel programming problems. In this section, we provide relevant background on parallel programming terms and concepts.

2.3.1 Parallelism and Synchronization

Computer programs run as a stream of instructions that are executed by the central processing unit (CPU). A sequential program runs a single stream of instructions. A parallel program runs multiple streams of instructions at the same time. These independent, parallel streams of instructions are referred to as threads or processes. By executing more than one instruction at a time, parallel programs can accelerate computations compared to sequential programs. For example, a bank can efficiently update account balances by processing multiple transactions at a time. Unfortunately, the increase in speed provided by parallel programs often comes at the cost of potential bugs in the program.

![Figure 1. A demonstration of data races in a parallel program.](image)

Program instructions can access data in the computer’s memory. In the previous example, a bank account balance would be considered data. Access to data in the computer’s memory can be a read, which examines the data, or a write, which modifies the data. A data race occurs when two instructions access the same data at the same time and at least one of the accesses is a write [30]. Data races can cause abnormal behavior during the execution of a parallel program because the result of a data race is generally undefined, meaning that the outcome is unpredictable. Assume that you perform a deposit to your bank account, and, at the same instant, a family member performs a withdrawal. On a modern computer, if these two transactions are processed at the same instant without any intervention, the parallel execution might result in any of the following scenarios. In the normal, case, the computer processes the transactions in the correct order, and the account balance is updated properly. However, a modern computer system will likely read the account balance in both parallel streams of execution simultaneously. Then, either the write for the withdrawal or the write for the deposit
will occur first. If the deposit happens first and the withdrawal second, the computer’s memory will only reflect the result of the withdrawal, leaving you with less money than you expected. If the withdrawal happens first, the computer’s memory will only reflect the result of the deposit, leaving the bank with less money than expected. Figure 1 demonstrates these scenarios visually. In Cases (A) and (C), both computers read the balance at the same time. The left computer decreases the balance, and the right computer increases the balance. The final balance is determined by the order in which the computers write the balance back to memory. (Note: The write back to memory cannot occur at the same time electronically, but the reads can.) Case (B) shows the correct execution in which one of the computers completes its operation before the other reads the balance, yielding an ordering between the two operations.

*Synchronization* prevents data races by enforcing an order between instructions in a parallel program. By enforcing an ordering between instructions, synchronization breaks the data race condition that accesses happen at the same time. From Figure 1, correct synchronization can ensure that case (B) always happens. There are many forms of synchronization, but for this study, we focus on locks and condition variables. *Locks* support the construction of a critical section in which the memory accessed by a thread cannot be interfered with by another thread. To properly use a lock, a thread must acquire the lock, access any memory associated with the lock, and then release the lock. Any additional threads wishing to use the associated memory must attempt to acquire the same lock. A lock can only be used by a single thread at a time, thus preventing data races on the associated memory. A *condition variable* allows a thread to wait to be woken up by another thread. Condition variables are used in cases when ordering matters - a thread may need to wait for another thread to complete a task before it completes its own task.

### 2.3.2 Prior User Studies on the Usability of Parallel Programming Languages

Previous studies on the usability of parallel programming languages involve studying postgrad students and programmers with extensive programming experience [4, 5, 31, 32]. In [4], 69 graduate students across four courses completed parallel programming tasks as part of their coursework. Students used either OpenMP [33] or MPI [34] to write parallel programs. OpenMP is a parallel programming framework that allows programmers to parallelize code using annotations. For example, a loop can be executed in parallel by adding `#omp parallel for` before the loop. OpenMP handles the details of creating and distributing work to threads for the programmer. MPI provides an alternative form of synchronization in parallel code using message passing. With MPI, threads produce data and communicate that data to other threads via messages instead of saving data in shared memory. Student effort was measured in terms of the person hours spent and the number of lines of code required to complete the task. The prior experience of most participants in this study was limited to previous coursework. Data was collected using instrumented classroom computers that automatically recorded timestamps and performance data. [31] assessed the use of self-reported metrics versus automatically collected data in a similar context. This pair of studies observed that lines of code alone was not a sufficient metric for programmer effort, specifically when comparing different programming frameworks. [5] compared two parallel programming techniques, locks and transactional memory, in a study on six teams of graduate students in a graduate-level course. Researchers measured the amount of effort required to implement parallel programs using either locks or transactional memory using lines of code, person hours of effort, and qualitative interviews with the teams. The performance of the resulting code was also measured and compared. This study found that the teams using transactional memory spent less time debugging but more time optimizing performance. The final code from the transactional memory teams was easier to read compared to the lock-based code. In [32], a user study was conducted on upper-level undergraduate and graduate students to determine how effective these students were at debugging data races and deadlocks. A deadlock occurs when two processes...
hold a resource the other needs to continue and are therefore they are perpetually waiting for the other process to release the resource and ultimately the processes are unable to complete the program. Participants in this study were asked to properly synchronize a piece of parallel code twice, once with the help of output from a data race detector and once with output from a deadlock detector. Participants’ responses were evaluated for correctness. Participants also self-evaluated their prior experience in writing parallel programs, and a set of knowledge check questions were used to validate their self-assessments. This study demonstrated that participants were more likely to correctly synchronize programs given a deadlock report than given a data race report. In summary, prior studies on parallel programming have been used to compare competing approaches to writing parallel programs by studying students with significant prior programming experience that may affect how they choose to solve these problems.

3. Design

To study novice programmers writing parallel programs, we needed to overcome three major challenges. First, novice programmers are, by definition, new to programming and tend to have trouble writing syntactically correct code. Second, to identify how novice programmers solve parallel programming problems, the problems used in the study needed to match closely to real-world parallel kernels. Third, teaching novice programmers about programming or parallel programming as part of the study may bias them toward solutions that have been taught, rather than coming to solutions that are more natural to them. Our experimental framework was designed to limit the prior knowledge required of novice programmers.

3.1 Graphical Programming

To help novice programmers write syntactically correct programs, we chose to implement our study using a custom graphical programming language. Programs like the "hour of code" have demonstrated that novice programmers, even those in elementary school, can solve problems using graphical programming languages [7, 8, 10]. Prior work on serious games has identified that block-based programming is a common pattern in programming games related to conditional and iterative control structures [35]. The programming language for our study was implemented using Google Blockly [36].

Figure 2. Problem 1 introduces movement with block programming and a single worker.
Figure 2 shows the development environment for programs written as part of this study. At the beginning of the study, the programmer has access to only two blocks - Start Token and Move Right. Start Token is equivalent to the start of a thread in a parallel program, and Move Right is an action that can be taken by a token on the game board, which is equivalent to an action taken by a thread in a parallel program. As the participant progresses through the study, they gain access to additional and more complex blocks. Each new block is explained to the participant by example in the introductory rounds of the study. Once the participant has completed the example problems and learned all of the required blocks, they move on to solving parallel programming problems using these blocks.

3.2 Gamification of Parallel Programming Tasks

We identified common parallel design patterns and mapped them to game scenarios in this study. Each of the levels within the game represents a parallel programming task, and the game’s mechanics are designed to mimic parallel programming constructs. The two sprites, Alice and Bob, represent threads that can execute tasks. Users build a stream of instructions for Alice and Bob to execute using the visual programming language, and the game executes these streams of instructions in parallel. These levels are broken into three categories: threading or multitasking, coordination, and synchronization [37]. Threading is multiple independent operations happening concurrently. An example of threading is independent queries to a database. Coordination requires independent threads to pass information to one another. A common example is the Producer-Consumer algorithm in which one thread produces data and the other thread consumes that data. Synchronization allows threads to safely compete for a shared resource. Locks are commonly used to provide synchronization in parallel programs. An example of this is the exclusive use of a shared resource, such as a queue.

The first four levels constitute the threading category. Level one represents a single-threaded serial program. This level introduces the visual programming language and environment. Levels two and three of the game represent parallel programming tasks that are embarrassingly parallel, meaning that there are no dependencies between the parallel tasks executing on independent threads. Embarrassingly parallel tasks require no synchronization because there are no dependencies. This type of parallel programming task occurs in problems like the Black-Scholes model for stock option pricing [38]. Level two exhibits an embarrassingly parallel programming task in which all threads perform the same task, and level three requires the threads to perform a slightly different task. In level three, Alice and Bob have to move a different number of steps to reach the goal.

Moving on from embarrassingly parallel problems and into the coordination category, level four introduces the concept of exclusive ownership, which is what locks provide in parallel programs. In level four, one of the threads must acquire a key prior to reaching the goal. Only a single thread can acquire the key at a time.

The remaining problems focus on pipeline parallelism, which is used in problems such as data compression and content similarity searching [38]. In all of these levels, a wall prevents the two sprites from traversing the entire board, requiring them to work together. For example, the two threads must move a key from one side to the locked chest on the other side. The sprites can pass objects between each other using a counter that allows objects to be placed upon it between the walls. Level five, shown in Figure 3(a) requires one of the sprites to acquire the key and hand it off to the other sprite over the counter. For this level, the timing between the first sprite setting down the key and the second sprite picking up the key works out naturally if the sprites do not waste any time completing the goal. In level six, the first sprite will reach the counter before the second sprite sets down the key. This behavior models a data race between the two threads - one thread must complete a task before the other thread can begin part of its task. This particular type of data race is common in parallel programs where data must be initialized before it is used [1].
Problem 5 introduces coordination between workers.

As the user attempts to solve the problem, the game animates their progress.

Figure 3. Problem 5 setup and in-progress screenshots.

To complete level six, the user needs to ensure that the second sprite waits for the first sprite to place the key on the counter before trying to pick it up. Users can accomplish this task by using the Go to Sleep and Wake Up Other Person blocks. When the Go to Sleep block is executed by a sprite, the sprite will do nothing until it is woken up. The Wake Up Other Person block wakes up a sprite that has been put to sleep. To achieve the optimal result for level six, Alice should Go to Sleep when she reaches the counter, and Bob should wake Alice up when he places the key on the counter. This pattern is used to solve similar problems in real-world parallel programs. Of course, part of the reason for this study is to understand if novice users will choose the same solution.
Figure 4. Problem 7 challenges novice programmers to coordinate between two workers.

The final level, shown in Figure 4, challenges the user to synchronize the sprites’ actions twice and falls in the synchronization category. Bob must hand the key to Alice. Then Alice can open the vault and take the gold to Bob. Bob can then pick up the gold and place it on the cart. Completing this task requires both sprites to sleep and wake up at the appropriate times to wait for the other sprite to complete their part of the job.

3.3 Player Feedback and Scoring

After the user presses the Run button, the game window animates their solution in a step-by-step manner. Figure 3(b) demonstrates a partial solution to Problem 5 to illustrate how the sprites can move and carry objects. Prior work on serious games has identified that step-by-step program execution can be used in programming games to help the learner understand program correctness and debugging strategies [35]. If the user’s code allows the sprites to complete the objective listed in the top right text box, the level is complete. If the objective has not been accomplished, the user can adjust their solution as needed and reattempt the problem as many times as needed.

Figure 5. After each attempt, players are scored on the number of blocks used in their solution.
Once the user has successfully solved the problem, their solution is scored based on the number of moves used compared to the number of moves used in an optimized solution to the same problem. Figure 5 shows the feedback provided to the user after completing a problem using more moves than the optimized solution. Users are scored out of 100 points on each problem, and each additional move subtracts 10 points from their total score.

4. Implementation

This framework was written in a combination of programming languages, including Javascript, HTML, CSS, PHP, and SQL. The game board, created using Javascript, is a 2D grid that represents a 2D array of memory addresses. The visual programming language was developed using Blockly version 5.2.

All data were recorded in a database using PHP and MySQL. User responses were validated using the server-side PHP script to ensure correctness and prevent malicious inputs. Responses from individual participants were collated using a combination of a browser cookie, if available, and a server-side session identifier. We tracked the time spent per attempt using both a client-side timer and a server-side timestamp.

4.1 Technical Challenges

One technical challenge is implementing a parallel game environment with a serial program. Javascript uses a single-threaded computing model. To overcome this technical challenge the game environment is simulated in parallel. The simulated parallel environment is actually serial but appears parallel by having 1 millisecond time differences between the movement of pieces. To the human eye, they seem to be moving at the same time as the human eye which can see images at 50-90 Hz and can see visual flicker up to 500 Hz [39].

The second technical challenge is synchronization between the workers. The fact that the movement of the workers is offset from each other makes it difficult to coordinate passing items to each other, detect collisions between the workers, and wake other workers. To overcome this challenge before characters are moved, the timing for every move is calculated so all moves are defined before any piece is moved or action happens. This ensures that collisions can be detected before they happen and allows movement such as one worker moving out of a position on the board while another moves into that position. This also allows coordinated actions to happen such as waking workers up so that the worker can act. Wait blocks pose an additional problem because their animation times, and all times following the wait block in the program, are dependent on the time of the corresponding wake-up block in the other worker’s program. For each wait block in the code, our framework identifies the matching wake-up block in the other worker’s program and resumes execution of blocks after the wait in the waiting worker’s program after the time for the corresponding wake-up. If a matching wake-up block does not exist in the other worker’s program, the wait block and any subsequent blocks will not happen. In the future, our framework can use this to identify and demonstrate scheduling bugs that can occur due to timing issues in the user’s code [40].

5. Results

We administered this study to 95 volunteer participants drawn from students in a core course on Cyber Security. This core course is required for students in all majors that are not related to Computing. Therefore, in contrast to prior studies on parallel programming, the students participating in this study had little to no experience in both programming and parallel programming. Participants were recruited to the study via a request from their instructor and potentially an offer of extra credit in the course for completing the study.
Figure 6 shows the number of participants who completed each problem in the study. 82 participants completed the second problem. This was the largest drop-off in participants throughout the study. We note that participants who failed to continue to problem 2 took less time and fewer attempts on average to complete problem 1 than participants who completed the entire study. Therefore, our best hypothesis as to why they did not continue is that they lacked interest in any reward offered for completing the study. 63 participants completed the entire study. The total number of participants and percentage of participants completing each problem in our study was similar to a prior study on using serious games to teach cybersecurity [19].

After the study was completed, we administered a brief survey to participants who were able to complete all seven problems. The survey had the student indicate their proficiency prior to the study in programming, and parallel programming, as well as comments about the process and what they found difficult. We asked them to indicate their prior programming experience from courses taught at the Naval Academy. As shown in Figure 7, prior programming experience matched what was expected from the test population considering that the population excludes students in computing majors. Table 1 describes how much prior experience participants reported in both programming and parallel programming.

The majority of participants only had experience in programming from general education courses on Cyber Security at this institution. The first course in this sequence introduces students to HTML and Javascript, and the second course introduces them to the C programming language. In total, these participants received seven weeks of instruction related to programming. Participants in this group should be familiar with how each piece of code executes sequentially. The second group of participants had some experience with programming in other courses, generally in Matlab or Python, for mathematics and statistics. Only two participants considered themselves fluent in a programming language.

Figure 7 also shows the results of a survey question on how much prior parallel programming experience participants had. The majority of participants had no prior experience with parallel programming. Twelve participants reported some knowledge of parallelism, and another four reported some experience with writing parallel code.
When comparing the performance of groups with different levels of programming and parallel programming experience, a statistical test such as Welch’s t-test may be used [41]. This test is chosen because it is appropriate for groups with unequal variance. Participants self-identified as part of the non-programmer or programmer group and as part of the non-parallel programmer or parallel programmer group. In this study, 48 participants self-identified as non-programmers and 15 participants identified as having prior programming experience. 52 participants identified as having no parallel programming experience, and 11 participants identified as having prior parallel programming experience. More detail on this breakdown is provided in Figure 7. Per-problem variances for both attempts and time per group are shown in Table 2. Typically, it is expected that experienced programmers will perform better on a given problem, requiring fewer attempts and less time to complete the task, with less variability in their performance compared to inexperienced programmers. The test results are used to determine if
there is a significant difference between the groups, with a lower p-value indicating a higher likelihood of independent groups and significant differences between them. A commonly used threshold for statistical significance is a p-value less than 0.05, which suggests that any observed differences between the groups are unlikely to have occurred by chance [41]. [42, 43] use a t-test approach similar to what is presented in this work.

![Figure 8. Number of attempts per problem](image)

![Figure 9. Average time per attempt per problem](image)

### 5.2 Analysis of Student Performance

Figure 8 shows a box plot of the number of attempts taken per participant per problem. For the initial problem, participants took 2.27 attempts on average to get acquainted with the visual programming language. Likewise, Figure 9 shows a box plot of the amount of time taken per participant per problem. Participants were provided with a demonstration video that showed them how to solve the first problem, but participants were not required to watch the video before starting the study. Once they were acclimated to the visual programming language,
participants required only one attempt on average to solve problems 2 and 3, which introduced parallelism with two separate sprites. Problem 4 introduced objects (a key can be seen in Figure 3(a)), and participants required 2.84 attempts on average to solve this problem due to the new mechanic. Problems 1 through 4 constituted the threading or embarrassing parallel problems as discussed in Section 3.2. Problems 5 and 6 made up the coordination category. Problem 5 introduced the concept of passing objects across a barrier that the sprites could not physically cross. Given the additional complexity of this problem, participants required 4.10 attempts on average to solve the problem. This large jump in attempts and time can be attributed to the complexity of coordination of the workers instead of the previously independent operations. Problem 6 introduced the concept of waiting for another sprite to perform some task using the "Go to sleep" and "Wake up other person" blocks. We expected this new mechanic to be a stumbling block for participants, but they solved problem 6 in 3.20 attempts on average. Finally, problem 7 (shown in Figure 4) the synchronization problem as discussed in Section 3.2, required a long sequence of blocks to solve the problem with two-way synchronization between the two sprites. This problem required more complicated logic and more blocks than every previous problem in the study. On average, participants required 6.76 attempts to solve the final problem. There were a few outliers on the last problem, with one participant requiring 48 attempts. This particular participant required above-average attempts for every problem. By studying the time per attempt and blocks changed per attempt, we could see that this participant solved the problems quickly (approximately 65 seconds per attempt) by making minor changes (2.57 blocks changed per attempt).

Table 2. Comparison of attempts and time to complete each problem for programmers vs non-programmers and parallel programmers vs non-parallel programmers.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Time in seconds per attempt</th>
<th>Attempts per problem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Programmers</td>
<td>Non-programmers</td>
</tr>
<tr>
<td>1</td>
<td>1.63</td>
<td>2.02</td>
</tr>
<tr>
<td>2</td>
<td>1.07</td>
<td>1.63</td>
</tr>
<tr>
<td>3</td>
<td>2.44</td>
<td>2.81</td>
</tr>
<tr>
<td>4</td>
<td>2.47</td>
<td>2.57</td>
</tr>
<tr>
<td>5</td>
<td>2.33</td>
<td>2.57</td>
</tr>
<tr>
<td>6</td>
<td>1.12</td>
<td>2.57</td>
</tr>
</tbody>
</table>

Comparing the performance of self-identified programmers versus non-programmers is useful for identifying trends in performance and what issues non-programmers encounter. For this work, we divided non-programmers from programmers by their self-reported experience.
above being programmers. Similarly, non-parallel programmers were those that self-identified as 2 or lower in prior parallel programming and parallel programmers were 3 and above as indicated in Table 1. Using individuals that completed all problems, there are 15 self-identified programmers and 48 self-identified non-programmers. In the parallel group there were 11 self-identified parallel programmers and 52 self-identified non-parallel programmers. The performance on problems 1 through 7 is shown in Table 2. This table shows the mean attempts and time for each problem along with the variance of the groups. Additionally, the p-values for the two-tailed Welch’s t-test are given along with the corresponding degrees of freedom using the Welch-Satterthwaite equation [41].

We hypothesized that both the self-identified programmers and parallel programmers would perform better than their non-programmer counterparts by needing fewer attempts and less time for each problem. As shown in Table 2, in all cases the mean number of attempts and time to solve the problem were smaller in the proficient group and the variance was lower. Problems 1 through 4, the embarrassing parallel problems, the programmers and nonprogrammers the groups were not separable based on their p-values. This is understandable as the beginning problems are designed to introduce the game. Examining problems 5 through 7, which test parallel programming concepts, a larger separation comes into focus culminating in problem 7, the synchronization problem. Similar results are seen in the non-programmers vs parallel programmers. The number of attempts and time correspond to the non-programming group tending to do more of a incremental build and test approach, where you make a piece of code, ensure that it works, and then iteratively repeat this until you have the full solution. The groups with more experience took fewer attempts so it is more difficult to draw out the approach they took. In the end, the groups tended to get a similar average number of lines in the solution. The lines of code in the final submission for both programmers and nonprogrammers were similar to each other, showing that non-programmers were able to obtain a efficient solution albeit needing more time and attempts to obtain this.

5.3 Learning Outcome Analysis

We evaluated the learning outcomes of participants using a similar methodology to Serrano-Laguna et al [44]. For future studies on programming frameworks, this methodology should serve as a guide for how to assess the usability of a framework or compare multiple competing frameworks.

For the initial assessment, we evaluate participants on problem 5 because problem 5 is the last problem to introduce a new concept. For the final assessment, we evaluate participants on problem 7, which is the final and most difficult problem. We score participants based on the total number of attempts to complete the problem, on the time taken to complete the problem, and on how optimal their solution is, as described in Section 3.3. For each of these parameters, we scale the raw data to a factor between 0 and 1. For attempts and time, we subtract that factor from 1 so that taking fewer attempts or less time produces a higher value. For example, two participants, A and B, solved a problem in 2 and 6 attempts, respectively. We scale by the 90th percentile instead of the maximum to avoid scaling by an outlier. The 90th percentile number of attempts for this problem was 12. By subtracting the minimum number of attempts (1) and dividing by the 90th percentile number of attempts, we get scaled(A) = (2 – 1)/(12 – 1) = 0.09 and scaled(B) = (6 – 1)/(12 – 1) = 0.45. We subtract these scaled factors from 1 so that higher is better, yielding weight(A) = 0.91 and weight(B) = 0.55. We note that for outliers O such that scaled(O) > 1, we set scaled(O) = 1 and therefore weight(O) = 0 so that a single outlier score will not disproportionately affect a participant’s aggregate score. We aggregate these three factors using equal weights to produce a single number representing how well the participant performed on that problem. An aggregate score of 3 would indicate that the participant solved the problem in the least number of attempts, in the fastest time, and produced the most optimal possible solution.
Figure 10 shows the results of this analysis. We applied a KMeans clustering algorithm with 4 means to identify groups of participants. 11 participants were classified as masters because they achieved high scores on both the initial and final assessments. These participants demonstrated strong programming abilities throughout the study and would have likely performed well given any reasonable programming framework. 4 outliers struggled to solve the programming problems throughout the entire study. In the middle, 29 participants were classified as slow learners, and 19 participants were classified as fast learners. From Figure 10, we can see that fast learners generally performed better than slow learners on the final assessment despite similar scores on the initial assessment.

We analyzed the factors in the aggregate score based on the learning classification. Figure 11 shows the average time per problem per learning class. Slow learners generally took more time to solve the first 6 problems. However, the additional time spent on the first 6 problems seems to have paid off for the slow learners on problem 7 as they outperformed the fast learners. From Figure 12, we can see that the Slow learners generally required slightly more attempts on average to solve each problem, but the slow and fast learners required a similar number of attempts on problem 7. Figure 13 shows the average score, as defined in Section 3.3, for each problem per learning class. The most striking difference in score occurs on problem 7, where the slow and fast learners take 3-4 additional and unnecessary steps to solve the problem compared to master learners.
Figure 11. Time per problem grouped by kmeans classification of learning outcomes

Figure 12. Attempts per problem grouped by kmeans classification of learning outcomes
To compare two or more programming methodologies, we recommend that a common set of problems are used for both the initial and final assessments. Learning clusters can be compared to assess the usability of each programming methodology. Time and attempts taken to solve a problem can be used to assess how usable a programming methodology is by novice programmers, and scores for participant solutions can be used to compare how effective novice programmers are at finding optimized solutions to each problem. Further work will be required to demonstrate the use of this framework in a comparative study.

5.4 Qualitative Participant Feedback

At the end of study, we asked participants "What challenges did you encounter while completing this study?" Participants generally responded with a self-assessment of the mistakes that they made while playing the game. Of the participants who completed the study, 43 participants (65%) responded to this question. We share common themes in the feedback.

The most common response was that participants were confused as to how the game environment worked and therefore had to experiment to understand how to solve the problems. For example, one participant responded that they "were not entirely sure which part of the wall was a counter or if the entire wall would act like a counter." In future studies using this framework, we hope to keep participants from being confused by game mechanics by using better-animated sprite libraries that illustrate the purpose of each object in the game. Other participants noted that they counted the number of moves incorrectly while attempting to solve the problems, and some indicated that they took multiple attempts to "try to figure the least amount of moves." A few participants were challenged by the timing of coordination between the two sprites and took additional attempts to "figure out which order to put the actions in."

We plan to take these challenges into account as we design future studies using this framework.

5.5 Limitations

This article focuses on the design of a visual programming language and serious game for assessing novice programmers’ ability to write correct parallel programs. This framework has
not been used to compare the use of two or more parallel programming languages or libraries by novice programmers. Further work is required to determine the best practices for comparing the usability of programming systems with serious games.

Participation in this study was conducted remotely, and the method for timing participants on each problem could not account for idle time on the website. Therefore, outliers exist in the timing data, likely due to students multitasking while participating in the study.

Problems were scored based on the number of animated steps to complete the problem, which may not be a good indicator of program performance. For more complicated parallel programming problems, a better solution would be to generate code in a language like C++ or Java from the block program and collect performance data on a real computer system.

6. Future Work and Conclusions

In this paper, we have demonstrated the use of visual programming languages and serious games as a framework for studying novice programmers’ abilities to use complex programming features. This is a novel use of serious games that could be applied to research on new programming languages and methodologies. This work fills a gap in the limited usability studies performed on new programming languages and methodologies by demonstrating the effectiveness of using visual programming languages and serious games to perform usability studies using novice programmers. This approach can be applied to research on new programming languages and methodologies.

Several parts of this work can be generalized to other studies in programming education and research. First, the use of Blockly and serious games to represent complex programming language concepts can be used to analyze future work that proposes new programming languages and methodologies. Second, the analysis performed in the results section can be used by researchers to analyze and compare programming languages and methodologies, specifically as they apply to novice programmers. Finally, the insights learned from performing this study can be used to improve future studies on programming languages and methodologies using visual programming languages and serious games.

This work provides a framework for additional studies. The ability to understand how novice programmers approach a complex problem can guide how different parallel frameworks can be implemented to appeal to novice programmers. Additionally, the ability to understand how novice programmers think can lead to breakthroughs in teaching parallel concepts. The framework presented here can be expanded upon to different implementations to include locks, mutexes, and semaphores and each can be investigated for its ease of implementation. We plan to conduct a more thorough study of how well novice programmers can understand existing parallel programming paradigms and use this framework to conduct comparative studies of parallel programming methodologies.

From the initial study we conducted using this framework, we can conclude that novice programmers can solve complex programming problems using a visual programming language paired with a serious game. Participants in the study were largely novices in both programming and parallel programming, but they were able to solve parallel programming problems using the visual programming language. Participants with more prior experience in programming took less attempts to solve these problems, but those with less prior experience were still able to produce a working solution. We hope that this framework can be applied to other programming languages, concepts, and methodologies to evaluate the usability of features using novice programmers.
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