
 
International Journal of Serious Games   I   Volume 11, Issue 3, September 2024 109 

 
 

International Journal of Serious Games 
 
ISSN: 2384-8766 

https://journal.seriousgamessociety.org/ 

 

 

Article 

Dynamic Adaptive Surveillance Training in a Virtual 

Environment Using Real-Time Cognitive Load and 

Performance  

Andrew J.A. Seyderhelm1, and Karen L. Blackmore1  

 
1School of Information and Physical Sciences, University of Newcastle, Callaghan, NSW Australia 

Andrew.Seyderhelm@uon.edu.au ; Karen.Blackmore@Newcastle.edu.au 
 

Keywords: 

 

Dynamic difficulty adjustment 

serious games 
simulation training 

immersive environments 

cognitive load 

training performance 
 

 

Received: January 2024 

Accepted: August 2024 
Published: August 2024 

DOI: 10.17083/ijsg.v11i3.733 

Abstract  

Dynamic difficulty adjustment of serious games is a field of research seeking 

to assist participants attain an ideal learning state. To achieve this, the difficulty 

of a game is adjusted in real-time to approach the capabilities of the player. 

Many dynamic difficulty adjustment systems only measure a few variables, 

often solely player performance, and adjust a limited number of in-game 

aspects. Little research has sought to ascertain if measuring a combination of 

cognitive load with measures of performance in real-time leads to a more 

effective dynamic difficulty adjustment system. Building on research which 

defined ‘mental efficiency’, we conducted a novel experiment to address this 

gap. This is achieved by comparing two versions of a surveillance training 

serious game; one a linear approach and the other with our unique cognitive 

load and performance-based dynamic difficulty adjustment system. Our 

experiment included n=52 participants (26 per treatment group). The 

experiment demonstrates that our approach achieved similar performance 

outcomes with lower cognitive load, in less time than the linear difficulty 

approach. These results indicate that our system enhances learning capacity 

and may prove beneficial for future serious games. 
 

1. Introduction 

Serious games are increasingly used in a wide range of fields to meet education and training 

needs, and to foster greater engagement, interest, and motivation amongst the training 

participants [1, 2]. Serious games serve a dual purpose of having a serious aim (e.g. learning, 

training, recruitment, etc.) as well as entertainment value [3, 4]. This study explores a new 

dynamic difficulty adjustment (DDA) approach combining cogntive load (CL) and 

performance into a more effective system. 

Within serious games research, the application of DDA is a method to adjust gameplay and 

learning content to meet learner needs [5]. DDA systems adapt in real-time and are informed 

by various player measures, they include the adjustment of various elements to alter the 
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difficulty of either, or both, gameplay and learning content. Numerous approaches have been 

explored and are discussed in Section 2.1 and examined further in a systematic literature review 

[6]. DDA systems applied to serious games deliver cost-effective training that can approximate 

one-on-one tutoring, increasing overall effectiveness [7]. However, the application of CL 

measures, combined with performance scores, is an under-explored area of research in this 

field, which we seek to address.  

CL represents the mental capacity of a person in processing new tasks, learning, or 

knowledge. Cognitive load theory (CLT) describes the way new information is processed and 

subsequently stored in long-term memory [8]. This is critical in designing complex learning 

experiences, where moving outside the limits of CL capacity can have negative impacts on 

learning outcomes [9]. Integrating CL measures into a DDA system may help inform the system 

to adjust the game-play or learning content based on real-time cognitive capacity. This paper 

describes the implementation of a new DDA system combining CL with performance measures, 

termed the CL and performance DDA (CLP-DDA). The CLP-DDA system uses a matrix to 

define current player states and applies multiple adaption strategies to adjust variables in-game. 

The goal is to achieve a serious game experience balanced to the needs of participants. The 

serious game developed for this experiment is a surveillance training serious game, including 

two levels as the primary experiment focus (the Park and City). This is described in detail in 

Sections 2.3, 3.2, and 3.3. 

This paper is structured as follows: the first sections present a background and core related 

concepts of the CLP-DDA and serious games; then introduces the experiment concept, 

demographic information, and method; next extensively reviews and presents the experiment 

results; following that discusses the results and what they mean; and finally outlines some 

limitations and future research ideas. 

2. Related Work 

Within serious games, a one-size-fits all approach may not be optimal when considering learner 

prior knowledge, pace of learning, interest, natural talent, and so forth.  DDA systems offer 

personalised experiences when compared to serious games with no adaption [10-16].  

A previous systematic literature review demonstrated that multiple adaption strategies were 

more effective in 3D games than adapting a single element, showing an 89% success rate versus 

73% respectively [6]. Thus, a suitably complex serious game was created to test the novel CLP-

DDA implementation. This literature review identified only one experiment that explored 

working memory as part of a DDA system [17], and none that adapted via combined measures 

of CL and performance; highlighting the novelty of this research.  

Previous research combining mental effort and performance measures to understand the 

relative efficiency of instructional conditions, undertaken in 1993, serves as a forerunner to 

this work [18]. The research by Paas et al., (1993) measured mental effort with a post hoc 

questionnaire. They created a formula based on the scores from that questionnaire, combined 

with test performance, to derive relative efficiency, resulting in an efficiency rating that was 

determined after the test and mental effort questionnaire had been completed.  

The combination of performance and mental effort was explored further in 2004 by Salden, 

Paas, Broers and Van Merrienboer [19]. This study considered dynamic task selection, where 

tasks in a training program were automatically selected between levels based on a combined 

measure of mental effort and performance. Mental effort was scored based on what the players 

indicated after completing a task. While confirming the usefulness of combined measures in 

training contexts, these approaches do not allow for real-time adjustments of task difficulty. In 

contrast, this research presents CL and performance measured during the task, with no 

interruption to game-play or experience, allowing the serious game to be adapted in real-time 

(Section 4.1).   
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Measuring CL, in real-time, via various forms of secondary task has been undertaken in 

previous studies [20, 21]. There are several methods used to measure CL [22], however to be 

effective in a DDA system these methods need to work during gameplay, thus excluding post -

game surveys. Several physiological methods have been used in serious games to record CL, 

including EEG systems, eye and pupil movement, or heart rate [22]. Sections 2.2 and 4.1 

describe the novel approach taken in this research.  

The following sections provide background relevant to this research, including literature on 

DDA and CLT, and context for the serious game developed here: the Surveillance Training 

Serious Game (STSG) (Section 3). 

2.1 Dynamic Difficulty Adjustment (DDA) 

There is a growing interest in adaptive serious games that adjust various elements of the 

gameplay and/or learning content to help meet the specific needs of the learner [6, 23-25]. 

These adaptive systems alter various aspects of gameplay and/or learning content, in real-time, 

to make the experience either more challenging or easier to help foster greater learning success, 

engagement and flow [6, 26, 27]. Unlike entertainment games, it is necessary to adjust both 

gameplay and learning content in serious game to achieve optimal outcomes.  

Flow theory is prevalent in DDA research [6] recommending difficulty should be balanced 

to achieve the optimal level of challenge. This is usually described in terms of a flow channel 

whereby difficulty is increased or decreased to maintain an optimal state (Figure 1) [28] leading 

to an ideal learning state [27] where participants direct more mental resources to the task at 

hand, rejecting extraneous distractions, resulting in a more positive learning experience. 

 

 

Figure 1. The flow channel overlaid with cognitive load considerations. 

DDA systems often measure performance or player affect to trigger the adjustments, 

however very few consider CL (see Section 2.2) [6]. In an existing systematic literature review 

of DDA systems in serious games [6] the highest success rate (89%) was for 3D games that 

employed multiple adaptions, that is when more than one game or learning mechanic were 

made easier or harder. Additionally, the review identified that there are few applications that 

use multiple metrics to drive DDA systems, with only 10.2% of experiments using multiple 

measures to effect changes in the gameplay experience. 
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Of the 59 games reviewed in the same literature review,there were 23 serious games and 36 

entertainment games. 18 of the serious games were successful (78.3%) versus 22 of the 

entertainment games (61.1%). Most of the entertainment games were 2D (24) versus nearly 

half of the serious games (11). Therefore, it is likely the greater proportion of success with 

serious games is due to the greater incidence of multiple adaptions being used in 3D games.   

There is a fundamental difference in the purpose of DDA for serious games versus 

entertainment games because they have a non-entertainment ‘serious’ purpose (e.g. training, 

education, or therapy) as opposed to enjoyment or recreation [4]. Therefore, DDA systems for 

serious games need to adjust both the learning content as well as entertainment aspects. Thus, 

a multiple measure DDA approach may prove beneficial for serious games as  more than one 

aspect can be measured: performance relating to pedagogical content, performance or response 

to gameplay, and/or the level of engagement or CL [29] (Figure 2). The serious game designed 

for this research is sufficiently complex to enable multiple adaptation and performance metrics 

to be used, including a measure of CL.  

 

 

Figure 2. The concept of multiple measures effecting multiple adaptions in the CLP-DDA [28]. 

2.2 Cognitive load theory and associated measures 

CLT is concerned with managing working memory, categorized by three cognitive constructs: 

intrinsic, extraneous, and germane CL [9]. CLT asserts that the brain has finite resources to 

deal with new information,  when this information becomes familiar it is stored in near 

unlimited long-term memory resources (termed schema) [9]. When presenting learners with 

new material, it is important that learning content is presented to avoid overloading the limited 

CL resources and foster efficient conversion of the learning content into memory schema. CL 

in serious games and training has been shown to be an indicator of success [30, 31], and 

therefore we apply a measure of CL in the CLP-DDA system as a key aspect of this experiment 

[32]. While numerous objective and subjective approaches to the measurement of CL exist [8], 

we apply a real-time measure validated in complex 3D game environments through  a novel 

variation on a detection response task (DRT), having previously been demonstrated as effective 

[28]. This modified method is based on the DRT ISO standard [33], and termed the Virtual 

Detection Response Task (virDRT). It adapts the DRT ISO standard to function with a typical 

video game controller for an affordable, robust, and effective CL measuring system. This 

existing virDRT is further adapted here to have five times the resolution of the original versions 

(Section 4.2).  
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2.3 Surveillance Training Serious Game 

There has been little published research on the effectiveness of serious games in law 

enforcement training [34, 35], although increasing adoption by law enforcement agencies whas 

arisen in pursuit of more efficient training more [35, 36]. Thus, developing a serious game that 

serves a dual purpose of assessing the CLP-DDA and presenting opportunities for future 

research in the application of serious games in a law enforcement context is of interest.  

The foot-based surveillance task implemented here includes the same core controls from a 

previous virDRT implementation [28], although they are expanded to include some additional 

surveillance specific tasks (Section 3.2). The STSG goes a step beyond earlier VR surveillance 

research [37] and provides the player with the opportunity to undertake a surveillance training 

task within large virtual environments as described in Section 3.3. 

In addition to the first author's 12-year background in law enforcement, two key documents 

helped inform the design of the STSG: Behind the private eye – surveillance tales and 

techniques [38] and the Perform foot surveillance training package [39]. The former provided 

context and ideas for the game design, and the latter outlined key areas for performance 

measures. Two versions of the STSG were developed and evaluated; one version included the 

CLP-DDA system while the other was non-adaptive, using linear difficulty progression. 

2.4 Study Objectives  

We combine multiple performance measures with a robust measure of CL, in real-time, to 

drive the CLP-DDA system with several adaption outputs. The experiment aims to test if 

adapting multiple game aspects using CL and performance measures is successful. Few studies 

have compared non-adaptive versus adaptive serious games that incorporate multiple measures 

and multiple adaptions [40]. The current study directly addresses this by comparing the results 

of two versions of the STSG; one with linear difficulty and one with the CLP-DDA. The 

following research questions are posed: 

 

RQ1: Does the combination of cognitive load and performance measures for DDA deliver 

more equal performance results across levels with different difficulty combined with lower 

cognitive load? 

RQ2: Are there any statistical differences between linear difficulty versus the CLP-DDA 

approach, across various performance and cognitive measures?  

3. Participant demographics & STSG level descriptions 

3.1 Demographics 

The experiment was run across two weeks in September 2023 at the University of Newcastle 

Callaghan campus in New South Wales, Australia with participants including staff and students 

of the University (Figure 3). Prior to commencing the STSG, all participants (n=57) completed 

a demographic and game preferences survey. Participants ranged in age from 18 to 36 years 

(mean = 22.67, SD = 3.89). Of the 57 participants, 48 identified as male and 9 identified as 

female. Four participants suffered technical issues and one participant withdrew during the 

experiment, leading to their data being rejected, leaving 52 participants (43 male and 9 female).  
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Figure 3. A participant playing the STSG. 

3.2 The STSG tasks and levels 

Participants were allocated to one of the two versions of the game (linear versus CLP-DDA) 

using stratified random assignment to ensure equal group sizes (n=26), and they were not 

informed which version they were playing. In both versions of the game, the virDT was active 

to capture real-time CL and ensure the game interface was the same for all participants. 

The STSG consists of four levels: a tutorial level, a counting task at a train station, a 

surveillance task in a large park environment, and a similar surveillance task in a city 

environment. The CLP-DDA was implemented into the Park and City levels only. Table 1 

describes the tasks involved in the game. 

 
Table 1. The details of the tasks involved in the Park and City levels. 

Task Description 

Follow target This is the core task within the game and has varying levels of difficulty associated. For this 

task, the player must follow the target, paying attention to a range of factors while 

simultaneously maintaining a good distance and avoiding detection.  

In-game quizzes Throughout the game the player is asked questions that relate to environment or target 

actions. For example, what was next to the person the target stopped by, what is the name of 

the street, what was the name of a café the target stopped at, etc. 

Take Photos Use a virtual camera to take photos of the target. The camera system is a simplified 

representation of camera functionality and includes a screen overlay and a single button click 

to take the photo. 

Stay Safe Avoid traffic in the City level when required to cross the roads 

3.3 Level Descriptions 

The tutorial level is set in a warehouse environment and a 3D non-player character (NPC) 

provides instructions to the player involving following a target and practicing their skills with 

a camera (Figure 4). 

 

   

Figure 4. The start of the tutorial level (Left) and learning follow distances (right). 
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The first level after the tutorial is based in a train station where players must count target 

groups within waves of disembarking passengers. Due to time limitations, a lack of level 

balancing led to the results of this level being discarded.  

The Park level is the first of the two levels in which the CLP-DDA system was implemented. 

This is a large level, commencing in a café courtyard, and then progressing on a long winding 

path through various park locations (Figure 5).  

 

 

Figure 5. Various dynamic game scenes from the Park level; note the red dot from the virDRT in the 

bottom right. 

The final level is the City level, a relatively busy European style city with roads, pedestrian 

crossings, cafes, and cars (Figure 6), and containing the same tasks as the Park.  

  

 

Figure 6.  Various dynamic game scenes from the City level. 
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4. Methods 

For this experiment, the results are expected to show less variation in performance scores and 

CL in the CLP-DDA version of the game compared to the linear adaption variant. This is 

because the CLP-DDA version aims to adjust to the individual needs of each player and make 

it more challenging for those doing well and vice versa. Experiment design and implementation 

was approved by the Human Research Ethics Committee (HREC) of the University of 

Newcastle, Australia (Approval Number: #H-2020-0069). 

Before commencing the STSG, each player received a briefing that outlined the length of 

the experiment session, introduction to the task and game controls, and explained the priority 

of tasks in-game (also reiterated in the tutorial). This included: following the target maintaining 

a good distance and not being seen; taking photos and answering awareness quizzes equally 

important; and responding to the virDRT as the least important of the tasks.  

4.1 Cognitive load and performance dynamic difficulty adjustment system 

 

The CLP-DDA system combines CL with performance metrics consisting of follow 

distance, target awareness, quiz scores, photography, and player safety. (see Section 4.3). These 

measures are assessed to determine if performance and CL are high, medium, or low. These 

ratings were compared to a matrix to adapt difficulty (Figure 7). This matrix has similarities to 

the approach taken by Camp, Paas, Rikers and van Merrienboer [41], with the primary 

difference being this matrix is used in real-time and informed by the virDRT, whereas their 

approach was used between tasks and is based on subjective post task questionnaires.  

 

 
 

Low Cognitive Load Medium Cognitive Load High Cognitive Load 

High Performance Player is finding the task 

easy, so increase the 

challenge. 

 

  

+2 Difficulty 

Player is close to mastering 

content, slightly harder. 

 

 

+1 Difficulty 

Player is doing well, however 

they have not yet mastered 

content - more time needed. 

 

No Change 

Medium Performance Player is finding the task 

easy – increase difficulty. 

 

 

 

+ 1 Difficulty 

Player is competent and 

using average CL. No 

changes. 

 

 

 

No Change 

Player is finding it challenging 

and only scoring ok – make 

easier. 

 

 

-1 Difficulty 

Low Performance Likely player has disengaged 

– this could be for many 

reasons. Consider other 

intervention. 

 

No Change 

Player has average CL, but 

performing poorly, decrease 

difficulty. 

 

 

 

-1 Difficulty 

Player struggling, decrease 

difficulty. 

 

 

 

 

-2 Difficulty 

Figure 7. Adaption Matrix for the Surveillance Training Serious Game (STSG)   
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4.1.1 Rules for the CLP-DDA matrix 

Every 20 seconds, the current primary task performance score (a combination of follow 

distance score added with the target’s awareness of the player) is converted to low, medium, 

or high that informs the difficulty adjustment. There are five potential changes of difficulty per 

20 second cycle: 0 (no change), +1 (slightly harder), +2 (much harder), -1 (slightly easier), and 

-2 (much easier). A limit of three adjustments for any specific CLP-DDA mechanism is 

implemented to provide a ceiling difficulty level. For example, the target’s walk speed 

increases and decreases depending on the requirement of the CLP-DDA; this speed is set to a 

maximum of 95% of the player maximum walk speed to prevent issues where the player cannot 

catch-up to the target if they fall behind. 

4.2 Cognitive Load measure – the Virtual Detection Response Task (virDRT) 

The experiment implements the virDRT approach to real-time measurement of CL following 

the design detailed in previous work [28]. The virDRT is a secondary task that measures 

reaction time relating to a stimulus while performing a primary task. A decrease in the response 

time to the stimulus indicates an increased cognitive burden from the primary task [42]. When 

appropriately implemented, DRT systems have minimal impact on CL or on primary task 

performance [43]. A wide range of secondary task methods have been developed in different 

experiment settings [20, 21, 43-45]. The virDRT used in the STSG experiment is similar to the 

remote DRT described by Harbluk et., al. [46], however, it is integrated into the game controller 

via shoulder button presses rather than via a separate finger switch [46]. The virDRT is 

designed to be noticeable without being obtrusive, with the player tasked to respond to the 

virDRT as the least important element of the STSG. 

The virDRT records the reaction time (RT) to the stimulus, in this case a red dot to the lower 

left of the screen, as well as the hit rate (HR), which is the number of times the player 

successfully responded to the stimulus within the allotted time. The RT records the result of a 

hit from 100ms to 2500ms; successful responses are recorded as HR = 1 and misses as HR = 

0.  The ISO standard requires a minimum of five data points (hits or misses) to provide valid 

CL measurement [33]. 

It is important to consider both the response time and the misses as both provide information 

on current cognitive burden [33, 47].  The inverse efficiency score (IES) [47, 48] was selected 

to derive a single CL value as it incorporates both hits and misses in its calculation. The IES 

includes the virDRT reaction time (RT) and instances where the virDRT signal is not responded 

to, termed the proportion of errors (PE). The IES is expressed as:  

 

IES = RT/1-PE. 

 

 The virDRT system records response time as well as PE then applies an IES rating every 

five activations. The aim of the CLP-DDA system is to return a low, medium, or high CL value. 

To achieve this rating, the data from [28] was arranged into thirds (Table 2) and used as the 

thresholds for the STSG. 

 
Table 2. IES percentile score ranges to inform the rating system, High, Medium and Low. 

Value Percent in quantile CL Rating 

0.1 – 0.670 32.99% low 

0.671 – 1.089 34.03% medium 

1.09+ 32.99% high 

 

The DRT method detailed in the ISO standard results in a valid measure every 5 DRT 

activations. However, this results in a CL measure of once approximately every 25 seconds. 
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This lacks detail for the CLP-DDA system and a multi-channel version of the virDRT was 

devised to provide a valid measure approximately every 5 seconds (Figure 8).  

 

 

Figure 8. The multiple channel virDRT system developed for the CLP-DDA 
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4.3 Performance measures 

The core elements of foot-based surveillance were identified and refined to be achievable in 

the STSG. These tasks were developed into systems and became the primary and secondary 

performance tasks (Table 3).  

 
Table 3. The key performance metrics within the STSG. 

Task Priority Task summary Measure Description 

Primary Task Follow target Distance from player to 

target 

The player was tasked to 

follow a target maintaining 

a distance range – neither 

too close nor too far (10-

22.5m). 

Primary task Target awareness Peripheral vision and clear 

vision system 

A target vision system was 

developed which produced 

a score if the target could 

“see” the player with either 

peripheral vision or in plain 

sight. 

Secondary task Take photographs Framing of the target The player was tasked to 

take photos, the first photo 

was rated based on the 

framing of the target in the 

camera view. 

Secondary task Environment awareness In-game quizzes At points in each level the 

game paused and the 

player was asked 

questions about aspects in 

the environment and given 

a correct/incorrect result. 

Secondary Task (only in 

the City) 

Safety A minus score for being hit 

by a vehicle 

Due to the nature of the 

City with the target 

crossing multiple roads and 

vehicles driving on streets. 

The player received a 

penalty if they we hit by a 

car. 

4.4 Dynamic difficulty adjustment system 

All elements detailed in the previous sections were combined to inform the CLP-DDA system. 

This system adapted four elements in the STSG to increase or decrease the challenge level 

(Figure 9 and Table 4). The categories of adjustment chosen were identified from an earlier 

systematic literature review [6], with time, speed, in-game feedback, and challenge adjustment 

(Table 4) adopted for this research.  

 

 

Figure 9. A representation of the elements that inform the CLP-DDA 

Dynamic 
Difficulty 

Adjustment

Speed

Time
In-game 
feedback

Challenge 
adjustment
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Table 4. DDA adjustment techniques applied in the STSG. 

Adjustment Technique Specific Elements Adjusted 

Speed The walking speed of the target was made slower or faster. The maximum speed of 

the target was set at no more than 95% of the player speed; this was to enable the 

player to catch-up if they fell behind. This also ensured the player was required to 

periodically adjust their speed and distance. 

Time Time is adjusted to give the player more, or less, opportunity to achieve success. In 

the STSG this was achieved by altering the path length the target followed. There are 

three intersecting path lengths, short, medium, and long. If the player is performing 

well, or poorly, the target may switch paths to make the game longer or shorter.   

In-game feedback In-game feedback was provided via different hints, e.g. the player was getting too 

close or too far away from the target, and an admonition to pay more attention to their 

surrounds if they answered an environment awareness question incorrectly. 

Challenge adjustment Challenge adjustment was achieved by increasing or decreasing the number of 

pedestrians in the levels. More people makes it harder to follow the target and 

increases the chance of losing the target, with fewer people the follow task is easier. 

 

5. Results 

In this section the results of the STSG experiment are explored in detail. First an overview of 

the scoring system is presented (Section 5.1), followed by a breakdown of each of the core 

measures with statistical analysis applied to the results.  

5.1 Overview of the scoring system 

Each of the individual task performance scores were converted into decimals and then 

divided by the maximum score possible. Decimals were used to account for the different game 

lengths, due to the CLP-DDA system and player actions, to achieve normalized scores (0 to 1). 

The two primary tasks, following the target and staying out of the target line of sight, were 

grouped together to form a single score as they are both critical in successfully completing the 

primary task. Following this, the combined primary task score was multiplied by three to 

weight its higher importance.  

5.1.1 Distance to the target - following. 

The player received one point for every second they maintained a good distance from the 

target (between 10m and 22.5 m) and lost a point for each second either too close (< 10m) or 

too far away (>22.5m). This distance was arrived at by gameplay testing and feedback rather 

than a distance defined by surveillance methodology. 

5.1.2 Staying out of the target’s view 

The player received 1 point for each second outside of view from the target’s perspective. 

Conversely, they lost a point if they strayed into the target’s peripheral vision and two points 

if they were in clear view.  

Being out of view was defined using a two-step process: first, a check is conducted to see 

if the player is within the targets field of view (defined as clear vision and peripheral vision) 

and then another one is conducted to see if there is an unobstructed line of sight.  

Clear vision is defined as a 90° arc from the targets front, with peripheral vision extending 

from 90° - 200° (Figure 10). If the player fell in either of these arcs, a test is run to check if the 

player is in view, or if intervening obstructions provide cover. 
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Figure 10. A top-down view of the target demonstrating the fields of view, the red represents clear 

view; the blue is peripheral vision, the arrow is the front facing direction of the target. 

The visibility state of the player is calculated by a series of primary and secondary points. 

Primary points are red and secondary are blue (Figure 11 left). If the player is within clear 

vision, then all the red and blue points are considered in the calculation. If the player is in the 

target’s periphery, then only the red points are considered in the visibility calculation.  

Red points are given a value of 0.5 and blue points 0.3, if the player returns a visibility value 

of greater than 1.0 then they are deemed to be visible. The more obstructed the target’s view, 

the lower the score, and the less visible the player (Figure 11 right). This system was designed 

to allow the player to hide in bushes or behind other obstructions to take photos or observe 

target actions without being “seen”.  

 

 

Figure 11. (Left) the red and blue dots representing visibility calculation points. (Right) an example 

of how occlusion will eliminate points from the visibility calculation. 

5.1.3 Primary tasks score 

At the end of the level points from following were totaled and divided by twice the 

number of data points (which represent the maximum score the player could have achieved if 

they had performed flawlessly).  
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5.1.4 Taking Photos of the target 

Photography is a secondary task involving taking a virtual photo of the target when they 

stop. The score was derived from the quality of the first photo taken per stop. The quality of 

the photo was defined using the visibility system in reverse, where the target has the primary 

(red) and secondary (blue) visibility points (Figure 11). The more points visible to the camera 

when the photo is taken, the higher the score. The total score the player achieved for each level 

was divided by the maximum possible score, normalising results to a value between 0 – 1.  

5.1.5 Environmental awareness and traffic safety 

In real-world foot-based surveillance, an officer is required to follow a specified target. 

Throughout this activity they would be required to report on locations and target actions, for 

example, street names and direction the target takes, descriptions of persons-of-interest the 

target interacts with, and so forth. This type of information can be described as environmental 

awareness, whereby the surveillance officer needs to be cognizant of a range of environmental 

information. To simulate this players were periodically presented with multiple-choice 

questions testing their observaiton skills. As with the photography scores, the player’s score 

was divided by the maximum possible score to return a result between 0 and 1. In the City 

level, an additional ‘safety’ metric was introduced which assesses avoiding being hit by 

vehicles. Each time a player was struck by a vehicle, 0.25 points were deducted from their 

score.  

5.1.6 Total combined scores with cognitive load 

The scores for each of the tasks were then combined to produce a total performance score 

(TPS), where TPS = (F x 3) + P + Q, and F=follow score, P=photo score, and Q= quiz score. 

For an overall final score that draws together both CL and performance, the TPS for each player 

is divided by their CL IES average.  

5.2 Cognitive load results 

CL IES scores were calculated for the Park and the City levels. Figure 12 presents the mean 

CL for each level and standard deviation (SD). 

 

 

Figure 12. Mean cognitive load and SD results per level. 

Park - NO DDA Park - CLP-DDA City - NO DDA City - CLP-DDA

Mean cognitive load 1,39 1,26 1,94 1,23
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The City level resulted in higher mean CL compared to the Park level in the No-DDA trial, 

indicating that the City level is cognitively harder than the Park. Similar CL was recorded for 

both levels of the CLP-DDA trial, indicating the CLP-DDA was working effectively. CL was 

lower for the City CLP-DDA level versus the No-DDA version.  

By adjusting the challenge to the needs of the player, the optimal level of difficulty is 

achieved in relation to their cognitive capacity. That is, if the STSG is too hard and their CL 

was high, the difficulty was reduced, as per the matrix in Section 4.1 (Figure 7) and vice versa, 

aligning to the CL ratings described in Section 4.2 (Table 2). The results (Figure 12) indicate 

this was successful, as each CLP-DDA level had lower CL than its NO-DDA counterpart and 

with reduced SD.  The SD results for the No-DDA levels were City = 2.88, Park = 1.67, a 

difference of 1.21. The CLP-DDA levels were CLP-DDA City = 1.67, CLP-DDA Park = 1.27, 

a difference of 0.4. The two CLP-DDA levels were balanced sufficiently to have very similar 

levels of CL to each other even though the levels were inherently different in cognitive 

complexity (as demonstrated by the linear difficulty version results), demonstrating that the 

CLP-DDA was working effectively to homogenize results.   

A series of two tailed t-tests were conducted with the null hypothesis that there is no 

difference in CL between the levels. H0: Level1 = Level 2, with an alpha value of 0.05 (Table 

6): 

 
Table 5. Results of the two tailed t-test conducted across levels to determine if cognitive load 

measurement via the virDRT impacts on task performance. 

Null hypothesis Question (H) Result  Significance 

Park No-DDA = Park CLP-DDA t(51) = 0.32, p = .75 no significant difference 

City No-DDA = City CLP-DDA t(51) = 1.05, p = .31 no significant difference 

Park No-DDA = City No-DDA t(51) = -2.09, p = 0.046 Statistically significant 

Park CLP-DDA = City CLP-DDA t(51) = 0.13, p = 0.90 no significant difference 

 

The results indicate the only statistically significant difference is between the two levels 

with No-DDA. The mean scores of all the results indicate that the City level with No-DDA was 

the most cognitively challenging level.  

No significant difference is recorded in the comparison between the two City levels, yet the 

difference in CL scores is large, with a mean of 1.94 for the NO-DDA City level and 1.23 for 

the CLP-DDA level. The SD between the City levels is also large, with the NO-DDA City 

having an SD of 2.88 versus 1.67 in the CLP-DDA City.  

Typically, any value more than three times the SD over the mean is regarded as an outlier 

[49]. In this case, the No-DDA version had an outlier threshold of: mean (1.9359) + 3 x SD 

(2.8814) = 10.5801. The same formula is applied to the CLP-DDA version: mean (1.2270) + 3 

x SD (1.667) = 6.228. In each set of data, one outlier was found based on this method: No-

DDA = 11.8906 and CLP-DDA = 9.2420. 

A 90% Winsorization pass [50] was undertaken, ignoring the bottom 5% as there were no 

outliers in this range; it is common to replace the outliers with the top 5% percentile value [51]. 

The Winsorization values are: No-DDA = 8.36, and the CLP-DDA = 1.67. As such the two 

outliers were replaced with these values respectively. 

A new two tailed t-test was undertaken with the null hypothesis that there is no difference 

in CL between the levels. H0: Level1 = Level 2, with an alpha value of 0.05. The result is: 

t(51) = 2.05, p = 0.05. This result is marginal but suggests the differences are more significant 

than with the outliers unaltered. A trend in this experiment shows that the No-DDA versions 

result in higher CL, therefore a one tailed t-test was also conducted using the same Winsorized 

values as the two tailed t-test. This resulted in: t(51) = 2.05, p = 0.03, indicating  these 

differences are significant and that the CLP-DDA system was effective at lowering CL scores 

compared to the NO-DDA levels, meeting a core goal of the experiment.  
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5.3 Follow task (primary task) performance results. 

The primary task in the STSG is to follow the target and maintain a suitable distance and 

simultaneously stay out of the target’s view (detailed in Sections 5.1.1 and 5.1.2). Figure 13 

shows the mean scores and SD for each level. 

 

 
 

Figure 13. A comparison of the mean follow scores per level, and the SD. 

Like the measure of CL, the No-DDA version in the City versus the Park level demonstrate 

similar difficulty. Yet, in the CLP-DDA version, there is some change in performance. A series 

of two tailed t-tests were conducted with the null hypothesis that there is no difference in follow 

scores between the levels. H0: Level1 = Level 2, with an alpha value of 0.05 (Table 6). 

 
Table 6. Results of the two tailed t-tests conducted across levels for follow scores. 

Null hypothesis Question (H) Result  Significance 

Park No-DDA = Park CLP-DDA t(51) = 3.07, p = .005 Statistically significant 

City No-DDA = City CLP-DDA t(51) = 0.87, p = .39 no significant difference 

Park No-DDA = City No-DDA t(51) = 3.68, p = .001 Statistically significant 

Park CLP-DDA = City CLP-DDA t(51) = 0.91, p = .37 no significant difference 

 

Two results showed clear statistical differences; Park No-DDA versus Park CLP-DDA and 

Park No-DDA versus City No-DDA, indicating that the No-DDA City level is significantly 

more difficult than the No-DDA Park level, and the Park with CLP-DDA is more difficult than 

the No-DDA Park. This is important as it demonstrates the CLP-DDA system working as 

designed, that is, the Park level is significantly less difficult than the City level, thus the CLP-

DDA system made the Park level more challenging. This brings it closer in-line with the 

difficulty of the City level, balancing the difficulty of the two levels. This is evidenced in the 

mean scores detailed in Figure 13, where the Park (CLP-DDA), City (NO-DDA), and City 

(CLP-DDA) resulted in very similar scores. Interestingly, the CLP-DDA system reduced the 

SD for both the Park and City levels. Exploring this further a series of equality of variance f-

tests were conducted with the null hypothesis that there is no difference in follow scores 

between the levels. H0: Level1 = Level 2, with an alpha value of 0.05. None of these results 

were statistically significant, however the results do show a slight reduction in variance for the 

CLP-DDA versions of the levels versus the No-DDA versions: No-DDA Park (0.021), CLP-

DDA Park (0.016), No-DDA City (0.016), and CLP-DDA City (0.013).  

Park - NO DDA Park - CLP-DDA City - NO DDA City - CLP-DDA

Mean follow score 0,83 0,74 0,74 0,71
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5.4 Photography performance scores 

In addition to following the target, the player was given two secondary tasks ; the first of 

which is to take photographs of the target when they stop. Figure 14 details the mean and SD 

results. 

 

 

Figure 14. A comparison of the mean photography scores per level, and the SD. 

The photography performance scores are similar, reflecting the simple mechanic 

implemented in the game. However, as with previous levels, there is a larger difference between 

the two No-DDA levels than the CLP-DDA version. A series of two tailed t-tests were 

conducted with the null hypothesis that there is no difference in photography performance 

scores between the levels. H0: Level1 = Level 2, with an alpha value of 0.05 (Table 7). Again, 

the No-DDA version resulted in a significant difference whereas there was no difference in the 

CLP-DDA. This demonstrates that the CLP-DDA system was successful in moderating the 

challenge level to help players achieve consistent results. 

 
Table 7. Results of the two tailed t-test conducted across levels for photography performance 

scores. 

Null hypothesis Question (H) Result  Significance 

Park No-DDA = Park CLP-DDA t(51) = 1.00, p = .33 no significant difference 

City No-DDA = City CLP-DDA t(51) = 1.37, p = .18 no significant difference 

Park No-DDA = City No-DDA t(51) = -2.08, p = .048 Statistically significant 

Park CLP-DDA = City CLP-DDA t(51) = -1.15, p = .26 no significant difference 

5.5 Environmental Awareness Quiz performance scores 

Figure 15 details the mean quiz scores and SD for each level. 

Park NO-DDA Park - CLP-DDA City - NO-DDA City - CLP-DDA

Mean photo score 0,91 0,86 0,96 0,90
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Figure 15. Comparison of the mean quiz scores and standard deviation for each level. 

The CLP-DDA system had little impact on performance in the environmental awareness 

quizzes. A series of two tailed t-tests were conducted with the null hypothesis that there is no 

difference in quiz scores between the levels. H0: Level1 = Level 2, with an alpha value of 0.05 

(Table 8):  

 
Table 8. Results of the two tailed t-test conducted across levels for quiz scores. 

Null hypothesis Question (H) Result  Significance 

Park No-DDA = Park CLP-DDA t(51) = 0.22, p =.83 no significant difference 

City No-DDA = City CLP-DDA t(51) = -0.04, p = .97 no significant difference 

Park No-DDA = City No-DDA t(51) = -0.24, p = .81 no significant difference 

Park CLP-DDA = City CLP-DDA t(51) = -0.59, p = .56 no significant difference 

 

There were no statistically significant differences between the levels regarding 

environmental awareness quiz scores. 

5.6 Combined cognitive load and performance score results. 

The final analysis of results considers the combined score, with weighting for the primary task 

(Section 5.1.6). Figure 16 details the combined score averages. 

 

Park - NO DDA Park - CLP-DDA City - NO DDA City - CLP-DDA
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Figure 16. Comparison of the final combined and standard deviation scores for each level  . 

Interestingly, the NO-DDA City level is harder than the NO-DDA Park level, with the NO-

DDA City average being significantly worse than the NO-DDA Park level (Table 9). 

Differences in scores between the CLP-DDA levels are not significant, score results are 

subjected to further two tailed t-tests (Table 9).   

 
Table 9. Results of the two tailed t-test conducted across levels for combined total scores. 

Null hypothesis Question (H) Result  Significance 

Park No-DDA = Park CLP-DDA t(51) = 1.21 , p = .24 no significant difference 

City No-DDA = City CLP-DDA t(51) = -0.22, p = .83 no significant difference 

Park No-DDA = City No-DDA t(51) = 4.19, p = .0003 Statistically significant 

Park CLP-DDA = City CLP-DDA t(51) = 0.41, p = 0.69 no significant difference 

 

Crucially, there is a significant difference between the NO-DDA levels. The combined 

scores show that there is a large difference between these levels with the Park being 

significantly easier than the City. Furthermore, the SD for the NO-DDA levels is noticeably 

different, with a greater spread of results in the Park level (City = 2.14, Park = 2.73, a difference 

of 0.58). However, these differences are less in the CLP-DDA levels (CLP-DDA City = 1.88, 

CLP-DDA Park = 2.19, a difference of 0.31), an analysis of variance was conducted on these 

results. The variance scores for each level were found: No-DDA Park (7.74), CLP-DDA Park 

(4.99), No-DDA City (4.78), and CLP-DDA City (3.67). These variance results show that the 

CLP-DDA version had lower variance than the No-DDA versions, however a series of f-tests 

were conducted that revealed these variances were not statistically significant.  

5.7 Time taken to complete each level 

The time taken to complete each level provides useful performance insights. The CLP-DDA 

system adjusted two key mechanisms that led to varied game times. One was the path length, 

where a player doing well would move onto a shorter path reducing game time, and vice versa. 

Additionally, target walking speed was increased or decreased dynamically, also impacting 

game duration, with results shown in Table 10. 

 

Park - NO-DDA Park - CLP-DDA City - NO-DDA City - CLP-DDA
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Table 10. Average time and standard deviation (SD) in seconds for each level. 

 No-DDA Park No–DDA City CLP-DDA Park CLP-DDA City 

Average time 874 seconds 705 seconds 723 seconds 453 seconds 

SD 20.97 14.62 37.32 81.07 

 

Of note, the time taken was less for the CLP-DDA version compared to its respective No-

DDA counterpart. This may have ramifications in real-world training as time can have an 

impact on costs, engagement, and performance. Reducing the time and achieving suitable 

performance with lower CL, may indicate a more effective serious game solution than 

alternatives that do not employ the CLP-DDA system. A factor of effectiveness arises from 

working memory resource depletion where working memory capacity reduces over time from 

sustained mental effort [52]. This means that long periods of high mental effort without breaks 

can reduce cognitive capacity, therefore achieving success in shorter periods of time may be 

more effective in complex learning tasks. 

Standard deviation in the CLP-DDA instances was greater for both levels compared to the 

NO-DDA versions, indicating the CLP-DDA system was accounting for both lower and higher 

performance and CL, and adapting the time required commensurate to player needs, this means 

if correctly working the SD for time should have greater variance. Thus, players that needed 

more, or less, time were provided what they required, demonstrating the CLP-DDA time 

adaption working effectively. 

While the CLP-DDA system still needs further development, it shows promise as core 

results demonstrated more equal player scores across levels of different difficulty with lower 

CL and provided more detailed CL metrics to help inform debriefing. 

6. Discussion 

The aims of this study were to assess if the combination of CL and performance measures for 

DDA deliver more equal performance results across levels with differing difficulty , and with 

lower CL. Also, if there were any statistical differences between the linear NO-DDA version 

versus the CLP-DDA version. Finally, we detailed an updated and improved version of the 

virDRT that has higher resolution than an earlier version [28]. 

The first research question asked if combining CL and performance measures deliver an 

effective DDA system in terms of raising or lowering the difficulty of levels to achieve more 

equal scores and simultaneously lower CL. Overall results confirmed that the CLP-DDA 

system was successful, with several key findings extracted from the results. This included 

lower CL in the CLP-DDA versions of the STSG and adjustments to the level of challenge that 

equalized the difficulty, resulting in very similar combined scores, performance scores, and CL 

respectively in the CLP-DDA version. The No-DDA levels were significantly different from 

each other in combined scores, as well as the individual performance and CL results.  

The CLP-DDA system increased difficulty for the Park level to a similar level as the No-

DDA City level; the Park level performance was medium to high and CL was relatively low, 

causing the CLP-DDA system to increase difficulty as intended. In the City CLP-DDA level, 

there was minimal performance difference when compared to the No-DDA City. However, 

there was a significant reduction in CL suggesting that participants achieved a similar level of 

performance with less cognitive effort, a desired outcome from a learning perspective. CL was 

marginally lower in the CLP-DDA Park level than its No-DDA counterpart, but this was not 

statistically significant. The CLP-DDA Park level was made harder, as reflected in the 

performance scores, yet CL remained stable indicating the CLP-DDA was successful in 

improving the cognitive performance of the participants. The adaptions lead to these outcomes 

in significantly less time than the No-DDA version. All these factors indicate that the CLP-
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DDA system operated effectively, and the combination of CL and performance measures used 

to adapt multiple serious game elements was successful. 

The second research question considers if there are any statistical differences between the 

linear difficulty and the CLP-DDA approach, in the STSG, across various performance and 

cognitive measures. The experiment identified some positive differences, the key elements 

were a reduction in CL, and more equal performance scores in the CLP-DDA version. The 

results express that the City level was more challenging than the Park level in the No-DDA 

group, in terms of CL (p = 0.046), primary task performance (p = .001), and combined scores 

(p = .0003). The CLP-DDA version had the same challenges within the same levels, yet there 

was little variation in scores between the two CLP-DDA levels. This indicates that the CLP-

DDA system normalized the difficulty for the levels, matching the task challenge to player 

proficiency and CL.  

Achieving the correct balance of challenge for players leads to a lowering of CL which 

aligns with the concepts of flow theory [53, 54]. Flow states are associated with total focus or 

absorption in a task; by achieving an optimum challenge, this state is attained whereby the 

player marshals all their mental resources on the task at hand, lowering CL. This may be 

because extraneous thoughts, distractions, and other impacts are reduced by being in a flow 

state, freeing up mental resources [55]. CL was lower in the CLP-DDA City level versus the 

No-DDA City level; analysis of these results using Winsorization show that this difference was 

significant. Equally important was that in the comparison, the means and SD for the CLP-DDA 

versions were lower than the No-DDA versions, particularly in the City (harder) levels. Lower 

CL, in challenging learning experiences, is valuable as high CL may lead to overload or 

indicate that the participant is struggling to master the material  [56]. Aiding participants via 

approaches such as the CLP-DDA, that lower CL while attaining similar performance, may 

free up cognitive resources to better absorb and master the content.  

Finally, the virDRT system was enhanced in this research from a previous version providing 

a valid CL measure approximately every 25 seconds, to one in which a valid CL measure was 

provided approximately every five seconds. This was achieved by recording five separate 

streams of overlapping responses. This system was implemented and provided greater 

granularity, which is necessary for meaningful real-time adaption, debriefing, or other analysis. 

6.1 Limitations and future directions 

Some limitations in the research are noted that could be addressed for future experiments using 

the CLP-DDA system. The first is the relatively low number of participants. There were 52 

participants in this research, however, to achieve more robust statistical analysis, it would be 

advantageous to increase this to over 60. The demographics show little diversity within the 

participants, with similar ages, similar backgrounds (as all were recruited from a single 

university campus, and the majority were from the same undergraduate courses) and were 

predominantly male (83%). In future, drawing upon a more diverse group, both in age and 

gender, may help explore the CLP-DDA more robustly across a more representative sample of 

the community.  

From a game development perspective, this is an early implementation of the CLP-DDA, 

and as a result includes a relatively simple adaption strategy that could be refined and improved 

in future. For example, instead of fixed paths with set lengths for the time adjustment, the paths 

would be better if defined by a waypoint system that provides opportunity for more changes 

and greater replay-ability. 

Finally, the development of the STSG encountered some development hurdles, particularly 

with regards to the Train Station level. Due to these issues, this level was disregarded from 

analysis. Some aspects of the STSG would improve with further development, for example 

voiceover content, reducing repetitive feedback, NPC animation bugs and so forth. Nothing 

that inherently affected the experiment but would create a more polished experience. 
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6.2 Future Research 

While the results are promising, there are opportunities for future research and improvements. 

The overarching sense is that some form of target or limit needs to be more clearly defined . 

The concept of a defined learning target was demonstrated and proved effective in [16]. In this 

case, instead of simply making the serious game easier or harder in response to CL or 

performance, it should also consider a learning goal and adapt in a weighted manner towards 

that outcome. This may be particularly relevant where a certain pass mark is required, and by 

implementing a target minimum result, the CLP-DDA may help to achieve improved 

performance in specific knowledge domains. Experimenting with different delivery and control 

systems, such as virtual reality, may also be beneficial for broader serious games opportunities. 

Finally, an assessment of how performance and CL can be analysed to better inform debriefing 

would be beneficial, particularly in law enforcement contexts relevant to this implementation .   

7. Conclusions 

There is a lack of research comparing complex 3D serious games that use linear difficulty 

approaches to DDA variants. We have addressed this gap by creating a serious game, the STSG, 

that includes a new DDA approach that combines cognitive and performance-based measures 

to trigger adjustments and then compared this with a variant using linear difficulty. In doing 

this, we sought to understand if the CLP-DDA system would be successful in improving serious 

game performance outcomes for participants, while also concurrently minimizing cognitive 

burden. This experiment demonstrated successful adaption strategies with easier challenges 

made more difficult for those performing well, and more difficult challenges made less 

challenging for those under-performing, leading to a more balanced outcome when compared 

to a control version of the game using linear difficulty. The CLP-DDA approach reduced CL 

while also reducing the time taken in-game. This may have important implications to future 

serious game development by identifying a more optimized approach to learning, potentially 

reducing costs and reducing the risks of working memory resource depletion. In summary, the 

specific contributions of the paper are as follows: 

 

• Demonstrated a new DDA system (CLP-DDA) and determine the efficacy of this combined 

CL and performance-based approach. 

• Detailed an updated and improved version of the virDRT. 

• Provided a serious game revolving around surveillance that may be used in future law 

enforcement research. 

We presented a new version of the virDRT where multiple streams of input were recorded 

to increase the resolution of participant responses, and therefore a higher resolution view of 

participant CL. This is important as the number of responses outlined in the ISO standard DRT 

were insufficient for use in the CLP-DDA as the temporal span was too great for meaningful 

adjustment. This leads to a new version of a DRT that can be applied to future serious game 

development. 
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